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Abstract

We propose a new approach to determine firms’ return exposure to investment-specific technology (IST) shocks. Based on the idea that IST shocks affect firms through their cost of investment, we show analytically that firms’ return exposure to IST shocks can be estimated from observable investment data. We apply our investment-based approach to the cross-section of book-to-market portfolios and find that value firms have higher exposure to IST shocks than growth firms, in contrast to the pattern estimated from IST proxies. The empirical findings provide an independent perspective on the economic mechanism through which IST shocks affect asset prices.
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1 Introduction

Capital-embodied, investment-specific technology shocks (hereafter referred to as “investment shocks” or “IST shocks”) are technological innovations that materialize through the creation of new capital stock. Since the work of Solow (1960), these investment shocks have been recognized as an important determinant of economic growth and business cycle fluctuations. More recently, financial economists have stressed their importance for explaining cross-sectional and time-series properties of returns. Unfortunately, IST shocks are not directly observable and are commonly measured through noisy proxies constructed from either macroeconomic or financial data. Existing studies find that proxies built on macro data typically exhibit correlations close to zero with proxies built on financial data, suggesting that our understanding of the effects of IST shocks on asset prices could be undermined by mis-measurement of the IST shocks.\footnote{For example, Garlappi and Song (2016) find that the correlation between two commonly used IST proxies—the change in the relative price of equipment and the return spread between investment and consumption goods producers—is only 0.03 in the 1930–2012 period and 0.02 in the more recent 1964–2012 period.}

In this paper we propose a novel approach to construct firms’ return exposure to IST shocks, that, unlike existing studies, does not rely on noisy empirical proxies of IST shocks. Our approach rests on the idea that IST shocks affect directly the cost of firms’ investment. Therefore the exposure of a firm’s return to IST shocks can be measured by its expected investment expenditures relative to its market value.

A simple example illustrates the key intuition behind our investment-based measure of IST risk exposure. Consider a firm with a market value of $\mathcal{P} = 100$ that plans to invest $\mathcal{I} = 20$ of capital. Suppose that the occurrence of a IST shock $\varepsilon = 1\%$ decreases the unit price of capital from $1 to $0.99. As a result, upon the occurrence of the shock, the firm value increases by the current saving in the investment cost, i.e., $\Delta \mathcal{P} = \mathcal{I} \times \varepsilon = 20 \times 0.01 = 0.2$, which implies a realized return $r = \Delta \mathcal{P}/\mathcal{P} = \mathcal{I} \times \varepsilon / \mathcal{P} = 0.2\%$. By definition, the firm’s return IST beta is the return per unit of the shock, that is, $\beta_{\text{IST}} = r / \varepsilon = \mathcal{I} / \mathcal{P} = 0.2$. Therefore, in this example, the investment-to-price ($\mathcal{I}/\mathcal{P}$) ratio directly measures the firm’s exposure to IST shocks.

It is important to emphasize that the investment-to-price ratio, $\mathcal{I}/\mathcal{P}$, that we propose as a measure of IST betas in the above example is conceptually different from the firm’s investment rate, which is the ratio of investment expenditures to installed capital, $\mathcal{I}/\mathcal{K}$. While it is tempting...
to think of a firm that invests more (high $I/K$ ratios) as being more exposed to IST shocks (high IST betas), this argument ignores that a firm’s return exposure to a risk factor should also account for its market valuation. To see why the investment-to-capital ratio $I/K$ is a poor indicator of IST betas, consider two firms, $A$ and $B$, endowed with the same capital level $K_A = K_B$. Suppose firm $A$, invests twice as much as $B$, $I_A = 2 \times I_B$, but its market capitalization is three times that of $B$, $P_A = 3 \times P_B$. Then, $I_A/K_A = 2 \times (I_B/K_B)$ and $I_A/P_A = \frac{2}{3} \times (I_B/P_B)$. Hence, firm $A$’s investment rate, $I_A/K_A$, is higher than $B$’s, but its IST beta, measured by investment-to-price ratio, $I_A/P_A$, is lower than $B$’s.

To link our investment-based approach to the existing literature, we revisit the structural model of investment of Kogan and Papanikolaou (2013, 2014). In this model, the exposure of stock returns to IST shocks is given by the relative weight of growth opportunities in a firm’s value. Because a firm’s growth opportunities are not observable, empirical proxies of IST shocks are required to estimate the IST betas. We provide an alternative, proxy-free, approach and show that, within the same framework, IST betas can be computed directly as the ratio of a firm’s expected discounted future investment expenditures to its market value. This generalizes the simple example mentioned above and provides theoretical validation of using our investment-based approach to estimate IST beta. Furthermore, the structural model allows us to investigate the economic mechanism through which IST shocks affect asset prices.

To highlight the advantage of our methodology, we focus our empirical analysis on a cross section of firms that exhibits differing patterns in the aforementioned $I/K$ and $I/P$ ratios. Because $I/P$ and $I/K$ are linked to each other through a firm’s book-to-market ratio, that is $B/M = K/P = (I/P)/(I/K)$, a natural choice for our analysis is the cross-section of book-to-market sorted portfolios. We estimate investment-based IST betas of book-to-market portfolios using a sample of US-listed common stocks covering the period 1963–2016. We find that investment-based IST betas are monotonically increasing with book-to-market ratio, with value firms exhibit much higher exposure to IST shocks than growth firms. This pattern is in stark contrast with that of proxy-based IST betas. For example, using two commonly used proxies for IST shocks, one based on macro price data and one based on financial return data, we find that, proxy-based IST betas are either hump-shaped or V-shaped in the book-to-market ratio, with value firms exhibit either similar or lower exposure to IST shocks than growth firms.
Using simulated data from the model, we show that when cross-sectional variation in the book-to-market ratio is driven primarily by variation in growth opportunities, growth firms tend to have a higher exposure to IST shocks as it is commonly assumed in the existing literature. However, when cross-sectional variation in the book-to-market ratio is driven primarily by variation in the value of assets-in-place, growth firms have a lower exposure to IST shocks. Therefore, the empirical findings that value firms have higher investment-based IST exposures than growth firms provide restrictions on the economic mechanism of the structural model. We further show that, when IST shocks are measured with error, the patterns of proxy-based IST betas across book-to-market portfolio can be fragile, which might explain the discrepancy between proxy-based and investment-based IST beta in the data. Finally, because investment-based IST exposure increases in the book-to-market ratio, IST shocks can help explain the observed value premium only if the implied IST risk premium is positive.

Our main empirical finding that value firms have higher investment-based IST beta than growth firms is robust to (i) different choices of parameters in the implementation of empirical IST betas; (ii) different assumptions regarding the portion of the capital expenditures that are directly affected by IST shocks; (iii) different ways of treating firms with missing observations; and (iv) different samples.


Our paper is closely related to more recent studies that investigate the pricing impact of IST shocks on cross-sectional asset returns. Kogan and Papanikolaou (2013, 2014) explore how IST shocks can explain return patterns in the cross-section that are associated with firm characteristics. Yang (2013) uses investment shocks to explain the commodity basis spread.
Garlappi and Song (2016) use proxy-based measures of firms’ IST exposure to assess the ability of IST shocks to explain the magnitude of the value premium and momentum profits in the U.S. stock market. Li (2017) proposes a rational explanation of the momentum effect in the cross-section by using investment shocks. Dissanayake, Watanabe, and Watanabe (2017) provide international evidence on the effect of IST shocks on asset returns. We complement this literature by providing a new, investment-based, methodology to estimate the IST risk exposure and analyze its effect on the cross section of equity returns.

Our work also relates to the large investment-based asset pricing literature that emphasizes the link between investment and stock returns. This literature explores the role of firms’ optimal investment decisions in the determination of expected stock returns—see, e.g., Cochrane (1991, 1996), Liu, Whited, and Zhang (2009), and Lin and Zhang (2013). Similarly, our main idea is to exploit firms’ investment data to infer their return exposure to capital-embodied technical change.

Finally, our paper is also relates to a vast literature, pioneered by Berk, Green, and Naik (1999), that uses structural models of heterogeneity in firms’ investment decisions to study the cross section of returns. Significant contributions include Gomes, Kogan, and Zhang (2003), Carlson, Fisher, and Giammarino (2004), and Zhang (2005). Recent studies that introduce sources of risk in addition to neutral productivity shocks include Garleanu, Kogan, and Panageas (2012) and Garleanu, Panageas, and Yu (2012). Our paper complements this literature by studying the role of IST shocks in explaining cross-sectional return patterns, such as the value premium.

Our paper makes three contributions to the asset pricing literature. First, we provide a new, theoretically motivated, methodology to study the effect of IST shocks on asset prices that does not require the use of potentially misspecified proxies of IST shocks. Second, we provide new, independent, evidence on the relative risk exposures to IST shocks for book-to-market portfolios. Finally, we show how our new methodology can be used to differentiate among different economic mechanisms available in the existing literature.

The rest of the paper is organized as follows. Section 2 provides the theoretical framework underlying our investment-based approach to measuring IST betas. Section 3 provides empirical evidence on IST betas for book-to-market portfolios. Section 4 discusses the implications of the
empirical findings for the economic mechanism of the theoretical model. Section 5 provides further robustness analysis, and Section 6 concludes.

2 Theoretical framework

In this section we first develop the general idea underlying the use of investment expenditures to measure a firm’s return exposure to IST shocks. We then show how our proposed measure emerges naturally from existing structural models of investment with vintage capital and capital-embodied shocks. We rely on the predictions of such models to: (i) provide closed-form expression for our proposed investment-based IST betas and (ii) provide a framework to understand the empirical findings of Section 3.

2.1 The general idea

Our approach to construct a firm’s risk exposure to IST shocks rests on a simple, intuitive, idea: since investment shocks affect firms through the cost of investment, investment expenditures should be a key ingredient in the estimation of firms’ risk exposure to investment shocks.

To formalize this intuition, let us consider an infinitely-lived firm that produces output through a declining-return-to-scale technology requiring physical capital as the only input. In each period, the firm decides whether to incur investment expenditures in order to increase capital. The firm value is equal to the present value of future net cash flows, that is, output net of investment expenditures. The price of new capital is subject to exogenous shocks, which we refer to as IST shocks. We assume that such shocks have a direct impact only on the cost of new capital but not on the valuation of the capital already installed.\(^2\)

Figure 1 provides a graphical illustration of the proposed measure of a firm’s exposure to an IST shock. In the figure we consider a firm’s optimal choice of physical capital. The declining curve \(Q\) represents the marginal value of capital. The horizontal line \(p'\) represents the marginal cost of investment, i.e., the price of new capital, which, for simplicity, we take as constant.\(^3\) Let us consider an IST shock \(\varepsilon\) to the price of capital. Under our assumptions, a positive IST shock

\(^2\)This assumption corresponds to de-facto ignoring the general equilibrium effects of technology shocks.

\(^3\)The main intuition is unaffected by considering an increasing marginal cost function as in the case of convex capital adjustment costs.
$\varepsilon$ causes a drop in the marginal cost of capital from $p^I$ to $p^{I^*} = (1 - \varepsilon) \times p^I$, but does not affect the marginal value of capital $Q$.

As a consequence of the shock $\varepsilon$, the firm will “save” on investment costs, and hence increase its NPV by an amount represented by the shaded area in Figure 1, which is approximately equal to

$$\Delta NPV \approx \varepsilon \times p^I \times K^* = \varepsilon \times \frac{p^{I^*}}{1 - \varepsilon} \times K^* \approx \varepsilon \times p^{I^*} \times K^* = \varepsilon \times I^*,$$

where we ignore terms of order $o(\varepsilon^2)$ and use the fact that investment expenditure $I^* = p^{I^*} \times K^*$.

Hence, per unit of shock $\varepsilon$, the NPV increases “on impact” by an amount $I^*$ and this positively affects the firm’s value. If the IST shock is persistent, it impacts not only the current period but also all future investment costs. Therefore, the effect of an IST shock at time $t$ on firm value can be written approximately as follows

$$\Delta P_t \equiv P_t - P_{t-1} \approx \varepsilon \times PV_t \left( \sum_{s=0}^{\infty} I^*_{t+s} \right),$$

Figure 1: IST shocks and investment expenditures: a graphical illustration.

---

4Alternatively, we could have used the approximation $\Delta \tilde{NPV} \approx \varepsilon \times p^I \times K = \varepsilon \times I$, with $I = p^I \times K$. Because $K^* - K$ is of order $\varepsilon$, the difference between $\Delta \tilde{NPV}$ and $\Delta NPV$ in Equation (1) is of order $o(\varepsilon^2)$. Note, however, that empirically we observe only the investment response to the IST shock, $I^*$, but not $I$. 

---
where $P_t$ is the firm’s market value at time $t$, $I_{t+s}^*$ is the investment expenditure at time $t+s$, and $PV_t(\cdot)$ denotes present value at time $t$. The firm’s return beta on the IST shock is then

$$\beta_{IST}^t = \frac{\text{cov}(\Delta P_t/P_{t-1}, \epsilon)}{\text{var}(\epsilon)} \approx \frac{PV_t(\sum_{s=0}^{\infty} I_{t+s}^*)}{P_{t-1}}.$$  

Equation (3) illustrates that, in this simple framework, investment expenditures are directly related to a firm’s return sensitivity to IST shock. The expression for $\beta_{IST}^t$ is intuitive: a persistent per-unit positive IST shock decreases all future investment cost, and therefore increases firm value by the discounted future investment expenditures, that is, $PV_t(\sum_{s=0}^{\infty} I_{t+s}^*)$. The increase in firm value scaled by lagged firm value, $P_{t-1}$, represents the response of the firm’s return to the IST shock, that is, its IST beta.

If the IST shocks affect both the discount rate and the cash flows, then the marginal value $Q$ in Figure 1 will also be affected by the shock $\epsilon$, implying that Equation (3) may no longer hold. A general equilibrium analysis can only be performed by committing to a specific structure of preferences and technology, and is therefore sensitive to these specific choices (see, e.g., Papanikolaou (2011) and Garlappi and Song (2017)).

### 2.2 A structural model of investment

To provide further structure to the intuition developed in the previous section, we specialize the above general framework to the partial equilibrium model of firm investment with vintage capital developed by Kogan and Papanikolaou (2014).\footnote{The modelling framework in Kogan and Papanikolaou (2014) is similar to that in Kogan and Papanikolaou (2013) with two main differences. First, Kogan and Papanikolaou (2014) consider firm-specific idiosyncratic productivity shocks, while Kogan and Papanikolaou (2013) do not. The absence of firm-specific shocks weakens the relationship between profitability of a firm’s existing assets and its growth opportunities. Second, Kogan and Papanikolaou (2013) introduce uncertainty about the firm’s growth opportunities, which can be learned from a public signal. This learning feature helps to link growth opportunities to idiosyncratic volatility. For simplicity, we follow closely the setup in Kogan and Papanikolaou (2014).} This allows us to (i) validate and simplify our general investment-based measure of IST exposure in Equation (3) (Section 2.2.2), and (ii) compare analytically investment-based and proxy-based IST betas within the framework of a structural model (Section 2.2.3).
2.2.1 Model setup

We consider a continuum $\mathcal{F}$ of measure one of infinitely lived firms who behave competitively in the product market but have monopoly access to their growth opportunities. At time $t$, each firm $f \in \mathcal{F}$ owns a finite number $J_f^t$ of existing projects. Project $j$, owned by firm $f$, produces a flow of output equal to

$$y_{fjt} = \varepsilon_{ft} u_{jt} x_t K_j^\alpha, \quad (4)$$

where $\varepsilon_{ft}$ a firm-specific productivity shock; $u_{jt}$ is a project-specific productivity shock; $x_t$ is the common productivity shock for all existing projects; $K_j$ is the project’s physical capital which is determined at the time of the project’s initial investment; and, $\alpha \in (0,1)$ captures decreasing returns to scale at the project level. Each project expires independently at a Poisson death rate $\delta$. Given these assumptions, capital in the model is not homogenous but stratified across different “vintages”, depending on the active projects within the firm.

The evolution of the three shocks is governed by the following processes:

$$d\varepsilon_{ft} = -\theta \varepsilon_{ft} (\varepsilon_{ft} - 1) dt + \sigma \varepsilon_{ft} \sqrt{\varepsilon_{ft}} dB_{ft}, \quad (5)$$

$$du_{jt} = -\theta u_{jt} (u_{jt} - 1) dt + \sigma u_{jt} \sqrt{u_{jt}} dB_{jt}, \quad (6)$$

$$dx_t = \mu x_t dt + \sigma x_t dB_{xt}, \quad (7)$$

where $dB_{ft}, dB_{jt},$ and $dB_{xt}$ are increments of independent standard Brownian motions. At each time $t$, firm $f$ acquires new projects according to a firm-specific Poisson process with a time-varying arrival rate given by $\lambda_{ft} = \lambda_f \cdot \tilde{\lambda}_{ft}. \quad ^6$ The constant $\lambda_f$ captures the firm-specific long-run arrival rate of new projects and $\tilde{\lambda}_{ft}$ follows a two-state continuous time Markov-chain with states $\lambda_H > \lambda_L$. Therefore, the intensity of project arrival is equal to $\lambda_{ft} = \lambda_f \cdot \lambda_H$ in the high growth state and $\lambda_{ft} = \lambda_f \cdot \lambda_L$ in the low growth state. The transition probabilities between time $t$ and $t + dt$ into high-growth and low-growth states are $\mu_H dt$ and $\mu_L dt$, respectively. Without loss of generality, $\mathbb{E}[\tilde{\lambda}_{ft}] = 1.$

---

$^6$At time $t$, the probability that firm $f$ receives $n$ project by time $t + 1$ is given by $e^{-\lambda_{ft} \frac{\lambda_H}{n}}$. The average number of projects received between $t$ and $t + 1$ is $\sum_{n=0}^{\infty} n e^{-\lambda_{ft} \frac{\lambda_H}{n}} = \lambda_{ft}$. Hence, $\lambda_{ft} dt$ represents the average number of projects received in the time interval $dt$. 
Upon arrival of a new project $j$, the firm makes a take-it-or-leave-it decision. If the firm takes the project, it chooses the associated size of capital $K_j$ and pays the corresponding investment expenditure of

$$i(x_t, z_t, K_j) = \frac{x_t}{z_t} K_j,$$

which depends on productivity, $x_t$, size of the new capital, $K_j$, and on the embodied IST shock, $z_t$. A positive realization of $z_t$ reduces the cost of new capital investment. The process for IST shocks $z_t$ also follows a geometric Brownian motion

$$dz_t = \mu z_t dt + \sigma z_t dB_{zt},$$

with $dB_{zt}$ a standard Brownian motion independent of $dB_{ft}$, $dB_{jt}$, and $dB_{xt}$. When a firm invests in a project $j$, the project-specific productivity is set to its long-run value $u_{jt} = 1$.

The stochastic discount factor $\pi_t$ is given by

$$\frac{d\pi_t}{\pi_t} = -rdt - \gamma_x dB_{zt} - \gamma_z dB_{zt},$$

where $r$ is the constant risk-free rate, and $\gamma_x$ and $\gamma_z$ are the constant prices of risk for the aggregate shocks $x_t$ and $z_t$, respectively.

Kogan and Papanikolaou (2014) show that the value of assets in place (VAP) and the present value of growth opportunities (PVGO) for firm $f$ are given, respectively, by

$$\text{VAP}_{ft} = x_t \sum_{j \in J_f} A(\varepsilon_{ft}, u_{jt}) K_{j}^{\alpha},$$

$$\text{PVGO}_{ft} = x_t z_t^{\frac{1}{1-\alpha}} G(\varepsilon_{ft}, \lambda_{ft}),$$

where $A(\varepsilon_{ft}, u_{jt})$ and $G(\varepsilon_{ft}, \lambda_{ft})$ are defined in Equations (11) and (16) of Kogan and Papanikolaou (2014). The firm value is the sum of the two components,

$$P_{ft} = \text{VAP}_{ft} + \text{PVGO}_{ft}.$$
Hence, the firm’s return IST exposure is given by

$$\beta_{ft}^z = \frac{\partial \ln P_{ft}}{\partial \ln z_t} = \frac{\alpha}{1 - \alpha} \frac{\text{PVGO}_{ft}}{P_{ft}}.$$  

(14)

A firm’s return exposure to IST shock is therefore proportional to the relative fraction of growth opportunities in the firm’s total value. Unfortunately, because the fraction of growth opportunities in the firm value is not directly observable, to apply the above framework empirically, it is important to find an operational way to measure a firm’s IST exposure.

### 2.2.2 Investment-based IST beta

In this section, we show that the theoretical IST beta derived in Equation (14) can also be expressed as a ratio of a firm’s expected future investment expenditures and its market valuation. To see this, note that, because the arrival rate of new projects is exogenous, firms’ investment decision follows a simple intra-temporal NPV rule. That is, at each time $t$ firm $f$ maximizes the project $j$’s NPV:

$$\text{NPV}_{jt} = v(\varepsilon_{ft}, x_t, K_j) - i(x_t, z_t, K_j).$$  

(15)

where

$$v(\varepsilon_{ft}, u_{jt}, x_t, K_j) = \mathbb{E}_t \left[ \int_t^\infty e^{-\delta(s-t)} \frac{\pi_s - \varepsilon_{fs}}{\pi_t} u_{js} x_s K_j^\alpha ds \right] = A(\varepsilon_{ft}, u_{jt}) x_t K_j^\alpha.$$  

(16)

The optimal capital choice that maximizes the NPV (15) is given by

$$K_j^* = (\alpha z_t A(\varepsilon_{ft}, 1))^{\frac{1}{1-\alpha}}.$$  

(17)

The firms’ capital expenditure is then determined by equations (8) and (17). The following proposition formalizes how a firm IST beta depends on investment expenditures.

**Proposition 1.** Under the assumption of the structural model of Section 2.2.1, firm $f$’s stock return IST beta is given by

$$\beta_{ft}^z = \mathbb{E}_t \left[ \int_t^\infty e^{-\eta(s-t)} I_{fs} ds \right] P_{ft},$$  

(18)

where $\eta = r + \gamma_x \sigma_x + \frac{\alpha}{1-\alpha} \gamma_z \sigma_z$, $I_{fs} = i(x_s, z_s, K_{fs}^*) \lambda_{fs}$ is firm $f$’s average investment expenditures at time $s$, and $P_{ft}$ is firm $f$’s market value at time $t$. 
The expression for IST beta in (18) confirms the intuition underlying the construction of the IST beta derived in Equation (3). A positive and persistent IST shock decreases the cost of all future investment expenditures. In response to such a shock, the firm value increases by an amount that is proportional to the present value of all future investment expenditures. Therefore a firm’s return exposure to a unit IST shock, that is its IST beta, is the present value of its future investment expenditures scaled by its current market value. Under the assumption of this model, the present value in Equation (3) specializes to the case in which investment expenditures are discounted at a rate that is constant for all maturities.

If firm-specific productivity and project arrival rate are deterministic, the investment-based IST beta in Equation (18) further simplifies to a quantity that is proportional to the ratio of current investment expenditures and current market capitalization, as illustrated in the following corollary:

**Corollary 1.** Assume that: (i) the firm-specific productivity $\varepsilon_{ft}$ and (ii) the project arriving rate $\lambda_{ft}$ are constant over time. Then, firm $f$’s stock return IST beta is given by

$$\beta^z_{ft} = \frac{I_{ft}/P_{ft}}{\rho},$$

(19)

where $\rho = \eta - \mu_x - \frac{\alpha}{1-\alpha} \mu_z - \frac{\sigma^2}{2} \frac{a(2a-1)}{(1-a)^2}.$

In the special case considered in the Corollary, the cross-sectional variation over time is driven only by project-specific shocks ($u_{jt}$). Equation (19) shows that, in this case, a firm’s $I/P$ ratio is a direct measure of its IST-beta.

### 2.2.3 Investment-based vs. proxy-based IST betas

By assuming the existence of an investment good sector supplying the capital good to the consumption good sector, Kogan and Papanikolaou (2014) further show that the return spread between investment and consumption good firms, $IMC_t = r^I_t - r^C_t$, is a mimicking factor for the IST shock.\(^7\) Specifically, firm $f$’s return exposure to $IMC$ is given by

$$\beta^IMC_{ft} \equiv \frac{\text{cov}(r_{ft}, r^I_t - r^C_t)}{\text{var}(r^I_t - r^C_t)} = \frac{1}{\beta_{0t}} \frac{\text{PVGO}_{ft}}{P_{ft}},$$

where $\beta_{0t} \equiv \frac{\int_{F} \text{VAP}_{ft} df}{\int_{F} P_{ft} df}$.\(^{(20)}\)

---

\(^7\)The idea of using IMC as a measure of IST shocks is originally developed in Papanikolaou (2011).
Equation (20) defines a proxy-based measure of IST beta that can be constructed from financial data. Comparing the expression of $\beta_{ft}^2$ in (14) to that of $\beta_{ft}^{IMC}$ in (20), we can write

$$\beta_{ft}^{IMC} = \frac{1}{\beta_{0t}} \frac{1 - \alpha}{\alpha} \beta_{ft}^2.$$  

(21)

The above equality illustrates that, within the model of this section, up to a scaling factor, a firm’s proxy-based IST beta ($\beta_{ft}^{IMC}$) coincides with its investment-based IST beta ($\beta_{ft}^2$). \(^8\)

Note however that, unlike investment-based IST betas, proxy-based betas are more heavily dependent on the model assumptions, and therefore more vulnerable to model misspecification. For example, a crucial condition for the IMC spread to be a measure of IST shocks is that investment- and consumption-good producers have the same exposure to the neutral productivity shock $x_t$. It is possible to show that, absent this condition, IMC is not a factor-mimicking portfolio for the IST shocks. \(^9\) In contrast, as discussed in Section 2.1, the construction of a firm’s investment-based IST beta rests on relatively few structural assumptions, making it a more robust measure of a firm’s exposure to IST shocks.

Another commonly used approach to construct an IST proxy is to rely on the change in the relative price of new capital equipment (see, e.g., Greenwood, Hercowitz, and Krusell (1997)). In the context of the structural model of Section 2.2.1, these proxies capture the cost of per-unit capital in consumption units, that is, $p_I^t = x_t/z_t$ in Equation (8). Because it is affected by both neutral ($x_t$) and investment specific ($z_t$) shocks, the change in the price of capital $\Delta p_I^t$, cannot be uniquely linked to IST shocks $z_t$. One possible remedy for this measurement problem is to adjust the capital good price for the effect of productivity shocks $x_t$. This involves the construction of a “quality-adjusted” capital good price. For example, one can adjust the raw capital good price $p_I^t = x_t/z_t$ by dividing for the “quality” of the capital good, approximated by $x_t$ and then obtain an adjusted capital good price $p_{adj}^t = 1/z_t$. The quantity $I_{shock} \equiv -\ln p_{adj}^t$ can then be taken to be a proxy for the IST shock and, in turn, the IST beta can be estimated

---

\(^8\) The two are theoretically equivalent, conditional on the realization of the IST shock $z_t$. To see this, note that, from equations (11)–(13), the term $\beta_{0t}$ in equation (20) depends on the aggregate IST shock $z_t$, but not on the neutral productivity shock $x_t$.

\(^9\) A similar argument applies to an alternative proxy of IST shocks constructed from the the growth rate difference between the total investment and consumption.
from the return exposure to the $I_{\text{shock}}$, that is,

$$
\beta^I_{ft} = \frac{\partial \ln P_{ft}}{\partial I_{\text{shock}t}} = \frac{\partial \ln P_{ft}}{\partial \ln z_t} = \beta^z_{ft}.
$$

(22)

However, as for the case of the IMC proxy discussed above, this quality adjustment is also model-dependent, and therefore potentially affected by measurement problems when implemented in the data.

In summary, because they rely on restrictive modeling assumptions concerning either firms’ valuation or the determinants of capital good prices, proxy-based IST betas are a more “fragile” measure of a stock’s return exposure to IST shocks than the investment-based measure. In the next section, we apply both approaches to the data and interpret our findings in light of the above discussion.

3 Empirical analysis

While, at first, it seems intuitive that firms with high investment rates ($I/K$) should have have higher exposures to investment shocks, the theoretical analysis of the previous section shows that a firm’s IST beta is instead directly related to (functions of) its investment-to-price ($I/P$) ratio (see Equations (18) and (19)). To understand the difference in the economic content of these two ratios, it is important to select a cross section of assets for which $I/P$ and $I/K$ ratios differ. These two ratios are linked to each other through the book-to-market ratio, that is,

$$
\frac{B}{M} = \frac{K}{P} = \frac{I/P}{I/K}.
$$

(23)

Therefore, the cross section of book-to-market sorted portfolios is a natural choice for our empirical analysis.

We consider all U.S. common stocks (with share code of 10 or 11) from 1963 to 2016. Price and return data are from CRSP, and accounting data are from Compustat. Because our focus is on firms’ investment in capital goods, we exclude financial stocks, that is, firms with Standard Industry Classification (SIC) codes between 6000 and 6999. At the end of each year, we first
sort firms into ten portfolios, according to their book-to-market ratio and then keep track of firms in each portfolio over subsequent years, as described in more details in Appendix B.

3.1 Investment-based IST betas

To construct empirical measures of portfolio IST betas, we use the results of the structural model of Section 2.2 to derive two versions of the general formula in Equation (3) for IST return exposure.

Our first measure of IST beta is based on Corollary 1 and it is simply the current level of investment scaled by the lagged price, that is:

$$\beta^{\text{IST}}_{1,t} = \frac{I_t}{P_{t-1}} \rho,$$

where $I_t$ and $P_{t-1}$ are, respectively, the current investment expenditures and the lagged market value of a portfolio of firms, and $\rho$ is a constant scaling parameter. The subscript ‘1’ in $\beta^{\text{IST}}_{1,t}$ indicates that we use only one-period investment expenditure data in the construction of the IST beta.

Our second measure of IST beta is based on Proposition 1. To implement the measure of IST beta derived in Equation (18), we split the stream of future investment expenditures into two periods at the horizon $T$, after which we assume that the conditions of Corollary 1 are satisfied. We further assume that ex-post realization of investment expenditures provide a good approximation for their expected value. This is a reasonable assumption given our focus on portfolios rather than individual firms. Under these assumptions we can write the present value of future investment expenditures appearing in Equation (18) as follows

$$\mathbb{E}_t \left[ \sum_{s=1}^{\infty} \frac{I_{t+s-1}}{(1+\eta)^{s-1}} \right] \approx \sum_{s=1}^{T-1} \frac{I_{t+s-1}}{(1+\eta)^{s-1}} + \frac{I_{t+T-1}}{\rho(1+\eta)^{T-1}},$$

where $\eta$ and $\rho$ are constant discount rates and the last term follows from Corollary 1. Note that, because we are not focusing on predicting future returns or investment, the use of future investment expenditures in (25) does not cause concern. Using (25) to approximate the numerator
of (18), our second measure of IST beta for a portfolio is

$$\beta_{IST}^{T,t} = \sum_{s=1}^{T-1} \frac{1}{(1 + \eta)^{s-1}} \frac{I_{t+s-1}}{P_{t-1}} + \frac{1}{\rho(1 + \eta)^{T-1}} \frac{I_{t+T-1}}{P_{t-1}},$$

(26)

where the subscript ‘$T$’ in $\beta_{IST}^{T,t}$ indicates that we use $T$ years of investment expenditures to construct the portfolio IST beta. Due to data limitations, in the analysis that follows we take $T = 15$ as our benchmark measure. In Section 5, we assess the robustness of this choice by considering different values of the horizon $T$.

In the structural model of Section 2.2, the realized firm’s investment expenditure depends on the idiosyncratic random Poisson arrival of new projects. In Equations (18) and (19), the quantity $I_{ft}$ is the firm’s expected expenditure across the random number of new projects which is not directly observable. In the empirical implementations (24) and (26) of portfolio IST betas, we use the portfolio’s realized investment $I_t$ to approximate the portfolio’s expected investment expenditures. This assumption is justified by the fact that, at the portfolio level, the Poisson randomness of project arrival is likely to be diversified away.

As illustrated by Equations (24) and (26), the construction of $\beta_{1,t}^{IST}$ and $\beta_{T,t}^{IST}$ depend on the two free parameters $\rho$ and $\eta$, representing the discount rates for future investment expenditures. In our benchmark analysis, we choose $\eta = 12\%$, which is roughly the same as the average market returns from 1963–2016. To guarantee that $\beta_{1,t}^{IST}$ and $\beta_{15,t}^{IST}$ have comparable magnitudes, we chose a value of $\rho$ equal to 4\%. In Section 5 we assess the robustness of our findings to different choice of these discount rates.

Because our measures of IST-beta depend on investment data, we first analyze the investment patterns of B/M portfolios after portfolio formation. As a measures of investment ($I$) and capital ($K$), we use, respectively, firm-level capital expenditures ($CAPX$) and property, plant, and equipment-total ($PPENT$) from COMPUSTAT. As a measure of market value ($P$), we use market capitalization from CRSP. Following the definition of $\beta_{T,t}^{IST}$ in Equation (26), we keep track of firms in each portfolio for $T = 15$ years and compute two investment-related ratios. The first ratio is the investment rate, defined as $I/K \equiv I_{t+s-1}/K_{t+s-2}$, with $s = 1, \ldots, 15$. The second ratio is the investment-to-price ratio, which, following Equation (26) we define as
$I/P \equiv \frac{1}{(1+\eta)^{s-1}} I_{t+s-1}/P_{t-1}, \text{ for } s = 1, \ldots, 15.$\textsuperscript{10} We provide more details on the construction of portfolio-level ratios in Appendix B.

Table 1 reports the $I/K$ ratios (Panel A) and $I/P$ ratios (Panel B) of B/M portfolios over a 15-year window after portfolio formation. In the first year after formation, $s = 1$, the $I/K$ ratio is monotonically decreasing in the $B/M$ ratio. The spread in $I/K$ ratios between the value and growth portfolios (HML) is $-18\%$ in the first year after portfolio formation. This spread in $I/K$ ratio shrinks to $-7\%$ after 15 years. The large spread in investment rates between value and growth portfolio after portfolio formation motivates the conjecture that growth firms should have higher exposure to investment shocks.

Panel B reports the discounted $I/P$ ratio of B/M portfolios over a 15-years window. In stark contrast with the $I/K$ ratio in Panel A, in the first year after portfolio formation, the $I/P$ ratio is monotonically increasing in the $B/M$ ratio. The spread in $I/P$ ratios between value and growth portfolio is $25\%$ in the first year after portfolio formation. This spread decreases gradually over time but remains at a level of $15\%$ after 15 years. According to the theoretical framework developed in Section 2, a firm IST beta is directly linked to its discounted $I/P$ ratio. Therefore, from the $I/P$ ratio reported in Panel B, we infer that, contrary to common intuition, value firms have much higher exposure to the investment shocks than growth firms. That is, relative to their market value, value firms spend more in investment than growth firms, and their returns are therefore more exposed to IST shocks.

Table 2 displays returns and IST betas for book-to-market portfolios. Panel A reports the book-to-market portfolios’ returns in excess of risk-free rate. The excess return pattern across B/M portfolios confirms the existence of a positive value premium. The return difference in returns between the high- and low-B/M portfolios is $8.26\%$ per year (with a $t$-value of 2.53).

Panel B reports two versions of the investment-based IST betas, $\beta_{1,t}^{IST}$ and $\beta_{15,t}^{IST}$, constructed according to Equations (24) and (26), respectively. When we use only one year of investment data in computing IST betas, $\beta_{1,t}^{IST}$ increases monotonically from 1.09 for the growth portfolio to 7.23 for the value portfolio, implying a spread in IST betas of 6.14 (with a $t$-value of 9.61). When we use 15 years of investment data in computing IST betas, $\beta_{15,t}^{IST}$ also increases monotonically from 1.52 for the growth portfolio to 8.12 for the value portfolio, implying a spread in IST

\textsuperscript{10}Specifically, we form the portfolio in year $t - 1$, and then compute the investment to lagged capital ratio and the discounted investment-to-price ratio for the next 15 years (from year $t$ to year $t + 14$).
betas of 6.60 (with a $t$-value of 5.87). These values of IST exposure of $B/M$ portfolios confirm the intuition from the investment ratios reported in Table 1: value firms investment more than growth firms *relative to their market capitalization*, and therefore they exhibit higher exposure to investment shocks than growth firms.

### 3.2 Proxy-based IST betas

We now compare investment-based IST betas of book-to-market portfolios to the corresponding proxy-based quantities. To construct proxy-based IST betas, we focus on two IST proxies commonly used by existing studies: one based on macroeconomic data and one based on financial market data.\(^{11}\) The first IST proxy ($I_{\text{shock}}$), originally proposed by Greenwood, Hercowitz, and Krusell (1997), is defined as:

$$I_{\text{shock}} = -\left[ \ln \left( \frac{p^I}{p^C} \right)_t - \ln \left( \frac{p^I}{p^C} \right)_{t-1} \right],$$

where $p^I$ is the price deflator for equipment and software in gross private domestic investment, and $p^C$ is the price deflator for nondurable consumption goods. The price deflator for nondurable consumption goods, $p^C$, is from the National Income and Product Accounts (NIPA) tables. The price deflator of investment goods, $p^I$, is obtained from the quality-adjusted series of Israelsen (2010).\(^{12}\) A positive technological innovation reduces the relative price of new capital goods and corresponds to an increase in $I_{\text{shock}}$.

The second IST proxy ($\text{IMC}$), originally proposed by Papanikolaou (2011), is the stock return spread between investment and consumption producers, i.e.,

$$\text{IMC}_t = r^I_t - r^C_t,$$

where $r^I_t$ and $r^C_t$ are the returns on a portfolio of firms producing, respectively, the investment and consumption goods. To determine whether a firm belongs to the investment or consumption sectors, we follow the procedure of Gomes, Kogan, and Yogo (2009) who assign each Standard Industry Classification (SIC) code to either the investment or consumption sectors on the basis

\(^{11}\)\text{Other IST proxies proposed in the literature include the change in the aggregate investment to consumption ratio, and Fama and French’s (1993) HML portfolio excluding investment sector firms. See, e.g., Kogan and Papanikolaou (2014).}

\(^{12}\)\text{We are grateful to Ryan Israelsen for sharing with us the extended quality-adjusted equipment price series.}
of the 1987 benchmark Input-Output tables. A positive investment shock benefits investment firms relatively more and therefore results in a positive measure of IMC.

We estimate the proxy-based IST beta of a given portfolio by regressing the time series of portfolio excess returns on either: (i) an IST proxy, in univariate regressions, or (ii) an IST proxy together with the return on the market portfolio (MKT) or the growth rate in total-factor-productivity (TFP), in bi-variate regressions. We repeat the estimation for all book-to-market portfolios and compute the beta spreads for value-minus-growth.

Panel C of Table 2 reports our estimates of proxy-based IST betas for book-to-market portfolios. In univariate regression, Ishock betas are negative for all portfolios, with most estimates statistically significant. The beta difference between value and growth portfolios is −1.41 (with a t-value of −1.24). The univariate IMC betas are all positive with most estimates statistically insignificant. The beta difference between value and growth portfolios is 0.14 (with a t-value of 0.44). Bivariate regressions give similar patterns of IST betas. For example, when controlling for the market factor (MKT), although Ishock and IMC betas are different from their univariate counterparts, their HML spread is similar to that observed in the univariate case. In bivariate regressions that control for TFP growth, the values of univariate and bivariate betas are very close.

The results in Panel C indicate that proxy-based IST betas are either hump-shaped or V-shaped in the book-to-market ratio with the IST betas of value firms either similar to or lower than those of growth firms. This contrasts with the patterns in Panel B, showing that investment-based betas are monotonically increasing in the book-to-market ratio, with value firms exhibiting higher IST exposure than growth firms. We explore potential explanations for this discrepancy next.

4 Implications of the empirical findings for the economic mechanism

In this section we rely on the structural model of Section 2.2 to understand the economic mechanisms underlying the observed patterns of the I/K and I/P ratios documented in Table 1.

\[3^{13}\text{The annual TFP is the multi-factor productivity measure for the private business sector from the Bureau of Labor Statistics.}\]
(Section 4.1) and the investment-based and proxy-based betas documented in Table 2 (Section 4.2). We finally draw some implications for the IST risk premium (Section 4.3).

4.1 I/K vs. I/P ratios

To understand the patterns of I/K and I/P ratios across book-to-market portfolios, we simulate the model of Section 2.2.1 under two sets of parameters, reported in Table 3. The first set of parameters are those used by Kogan and Papanikolaou (2014) and reported in the column labeled “Baseline.”\(^{14}\) The second alternative set of parameters is reported in the column labeled “Alternative.” Compared to the baseline parameters, in the alternative parameterization: (i) there are no firm-specific productivity shocks, that is \(\sigma_{\epsilon} = 0\); (ii) the project-specific shock \(u_j\) is more persistent, that is \(\theta_u\) is smaller; and (iii) the difference in project arrivals between high and low growth states is less pronounced, that is the ratio \(\lambda_H/\lambda_L\) is smaller.\(^{15}\)

We simulate the model at a weekly frequency and time-aggregate the results to obtain annual observations. We construct 1,000 samples of 2,500 firms over a period of 100 years and drop the first half of each sample to remove dependence on initial values. We report the median across samples of each variable of interest.

Figure 2 reports I/K ratios and I/P ratios under the baseline (Panel A) and alternative parameterization (Panel B). The figure shows that under both parameterization, investment rates are decreasing in book-to-market, indicating that, consistent with the empirical findings in Panel A of Table 2, value firms have lower investment rates than growth firms. However, the patterns of I/P ratios across book-to-market portfolios are different under the two parameterizations. Specifically, in contrast with the findings in Panel B of Table 2, the model-implied I/P ratio under the baseline parameters is hump-shaped with value firms exhibiting a lower ratio than growth firms. I/P ratios are instead increasing in book-to-market under the alternative parameterization, consistent with the empirical findings reported in Panel B of Table 2.

\(^{14}\)The only difference from the parameters used by Kogan and Papanikolaou (2014) is the distribution of mean project arrival rate \(\lambda_f\) which we take to be uniformly distributed between \([\lambda, \bar{\lambda}] = [5, 25]\), as in Kogan and Papanikolaou (2013). Using the non-uniformly distributed \(\lambda_f\) as in Kogan and Papanikolaou (2014) gives the same results.

\(^{15}\)The parameter choice in (i) and (ii) is the same as that of Kogan and Papanikolaou (2013).
The results reported in Figure 2 indicate the importance of considering the $I/P$ ratio when studying the economic effect of investment shocks on firm returns. First, unlike the $I/K$ ratio, the $I/P$ ratio is very sensitive to the choice of parameters, suggesting that this ratio can serve as a good indicator to judge the quality of a model’s calibration. For example, to match the pattern of $I/P$ ratio across B/M portfolios reported in Panel B of Table 1, one would have to choose the alternative parameterization over the baseline parameterization. Second, under the conditions of Corollary 1 the $I/P$ ratio is a direct measure of firms’ return exposure to investment shocks. Note that, under the alternative parameterization, condition (i) of Corollary 1—no time-variation in firm-specific shock—is satisfied, while condition (ii)—no time-variation in project arrival rate—is violated. However, the time-variation in arrival rate is less extreme than under the baseline parameterization. This explains why the $I/P$ ratio and the IST-beta have the same pattern under the alternative parameters. The investment-to-price ratio $I/P$ therefore contains important pricing information that should be taken into account in future theoretical work that addresses the pricing effect of investment shocks.

Panel C and D of Figure 2 show a sharp contrast in the pattern of IST betas under the baseline and alternative parameterizations. Value firms have low IST betas than growth firms in the baseline parameterization while the opposite is true under the alternative parameter. To understand this discrepancy in IST betas, it is useful to analyze the connection between a firm’s $B/M$ and the value of its assets-in-place and growth options. To this purpose, let us rewrite the firm’s book-to-market ratio as follows,

$$
(B/M)_{ft} = \frac{K_{ft}}{P_{ft}} = \frac{K_{ft}}{VAP_{ft}} \times \left(1 - \frac{PVGO_{ft}}{P_{ft}}\right). \tag{29}
$$

The above decomposition shows that if, in the cross-section, the $B/M$ ratio is driven mainly by growth opportunities, that is, if $K_{ft}/VAP_{ft}$ is roughly constant in (29), high $B/M$ is associated with low $PVGO_{ft}/P_{ft}$. In contrast, if the $B/M$ ratio in the cross section is driven mainly by the profitability of existing assets (captured by $K_{ft}/VAP_{ft}$) with roughly constant growth opportunities, high $B/M$ is associated with high $PVGO_{ft}/P_{ft}$. Recall that the fraction of growth opportunities in firm value, $PVGO_{ft}/P_{ft}$, is proportional to the IST exposure (see

---

Note that we choose the alternative parameterization to illustrate a qualitative feature of the model. The structural model of Section 2.2 may not necessarily be the true model describing the cross section of firms exposed to investment shocks. Therefore, a full calibration exercise is outside the scope of this paper.
Equation (14)). Therefore, different economic mechanisms that drive the profitability of existing assets and growth opportunities would imply different patterns of investment shock betas across B/M portfolios.

The alternative parameterization reported in Table 3 is designed to capture a case in which the variation in $B/M$ ratios is primarily driven by firm profitability instead of growth opportunities. Note, in fact, that in the alternative parameterization we differ from the baseline parameterization along three dimensions. First, we turn off the firm-specific productivity shock $\varepsilon_f$ by setting $\sigma_e = 0$. This reduces one source of shock to growth opportunities and lower their importance in determining cross sectional variation across firms. Second, we reduce the speed of mean-reversion $\theta_u$ of the project-specific shock $u_j$ from 0.5 to 0.03. This increases the importance of the project-specific shock within the model. According to the decomposition (29), the more relevant the project-specific shock is, the more important is the role of the profitability of existing asset in determining the cross-sectional variation of $B/M$ ratios. As discussed above, this implies a positive correlation between the $B/M$ ratio and $PVGO_{ft}/P_{ft}$. Finally, we choose a smaller value for the ratio $\lambda_H/\lambda_L$. This ratio represents how many more projects a firm receives when it is in its high growth state relative to its low growth state. A smaller ratio of $\lambda_H/\lambda_L$ reduces the Poisson randomness in terms of number of arriving projects. The Poisson randomness generates a mechanical size effect: a firm receiving more projects has more assets in place and hence a lower fraction of growth opportunities in firm value. Because a firm that receives more projects than expected has roughly the same $K_{ft}/VAP_{ft}$ as one that receives less projects than expected, from decomposition (29) we have that a high $\lambda_H/\lambda_L$ induces a negative relationship between $B/M$ ratios and $PVGO_{ft}/P_{ft}$, or IST betas. By choosing a lower ratio $\lambda_H/\lambda_L$ we reduce the randomness in project arrival and, consequently reduce the negative correlation between B/M and IST beta. These three mechanisms, combined together, help to generate a positive relationship between $B/M$ ratio and the portfolio’s IST exposure, thus explaining why the two parameterization generate opposite patterns in the IST betas as illustrated in Panels C and D of Figure 2.
4.2 Investment-based vs. proxy-based IST betas

In Section 3, we document that, in the data, the investment-based and proxy-based IST beta have different patterns across book-to-market portfolio. This finding is puzzling, considering the fact that, theoretically, they are equivalent in the model of Section 2.2 (see Equation (21)). An important difference between the two types of beta is that while the construction of investment-based IST betas relies on a minimum set of assumptions (see Section 2.1), proxy-based betas, such as those built from the IMC spread, rely on specific model assumptions (see Section 2.2.3).

In this section, we assess the robustness of proxy-based IST betas to measurement error in the proxies. Specifically, we assume that the agent cannot observe directly the IST shock $z_t$ but instead a version that is contaminated by other shocks. For simplicity, we assume that the agent observes

$$
\frac{d\hat{z}_t}{\hat{z}_t} = \frac{dz_t}{z_t} + \xi_z \times r_m^t,
$$

(30)

where $z_t$ is the true IST shock in equation (9), $r_m^t$ is the return on the market portfolio, and $\xi_z$ is a constant capturing the severity of the measurement error. This distortion is meant to capture the fact that $z_t$ is measured with error. For example, $\hat{z}_t$ can represent the observed series like the quality-adjusted price of equipment $Ishock$, discussed in section 3.2. In order for the noise to have an impact on the return betas, it has to be related to aggregate risk factors, and therefore the market return $r_m^t$ is a natural and parsimonious choice for a “contaminating” noise in (30). We follow a similar logic to construct a noisy IMC proxy and assume that the agent observes a distorted IMC spread, $\hat{IMC}$, contaminated by the market return, that is,

$$
\hat{IMC} = IMC + \xi_{IMC} \times r_m^t.
$$

(31)

Panel A of Figure 3 reports the “true” IST beta from the model $\beta^z$, as well as the investment-based beta, $\beta_{IST}^{20}$, and the IMC beta $\beta^{IMC}$. The left panel refers to the baseline parameterization in Table 3, while the right panel refers to the alternative parameterization. Both the investment-based and proxy based betas track the true beta patterns across $B/M$ portfolios well. Note, however, that in the alternative parameterization, the exposure of value firms to IST shocks is higher than that of growth firms. This is a reflection of the different $I/P$ patterns discussed in the previous section. Panels C and D report the noisy proxy-based betas. As we can see, when
proxies are measured with error, the patterns of these beta can be the opposite of those in the true betas. Because the investment based beta is not affected by such measurement error, it will still provide the correct patterns across book-to-market portfolios.

In summary, while the investment-based IST beta introduced in this paper relies on a parsimonious set of assumptions, the existing proxy-based IST betas rely heavily on the structural assumptions of theoretical models. As we show in this section, the observed opposite patterns of IST betas estimated from the two approaches may be related to the measurement error (or missing factors) in the IST proxies. Of course, the investment-based approach may also be sensitive to the way we analyze and measure investment data. In Section 5 we address the robustness of empirical measures of investment-based IST betas.

4.3 Implications for the IST risk premium

In the partial equilibrium model of Section 2.2, the prices of risk for both the IST and TFP shocks are exogenously specified in Equation (10). The IST risk premium (per unit IST beta) for both sets of parameters used in our simulations is negative and equal to \( \lambda_z = \gamma_z \times \sigma_z = -0.35 \times 0.035 = -1.23\% \). Because the return exposure to TFP shocks (\( \beta^x \)) is the same across firms, the cross-sectional return difference is solely driven by the different exposure to IST shocks (\( \beta^z \)). Figure 4 reports the return patterns across ten book-to-market portfolios from our simulations. In the baseline parameterization (Panel A), the return is increasing with book-to-market, reflecting the fact that the chosen IST risk premium is negative and the IST beta is decreasing in book-to-market (see Panel C of Figure 2). In the alternative parameterization (Panel B), the return is instead decreasing in book-to-market because the IST beta is increasing in book-to-market (see Panel D of Figure 2).

Different patterns of IST betas across book-to-market portfolios imply different sign of the implied IST risk-premium needed to explain the observed value premium. For example, in the baseline parameterization, a value of \( \lambda_z = -3.5\% \) and a IST beta spread of \(-2.3\) between value and growth (Panel C of Figure 2), would imply a value premium of about 8\%. In contrast, a value of \( \lambda_z = 11\% \) is needed in order to generate roughly the same magnitude of value premium in the alternative parameterization. A similar discussion also applies to the empirical patterns in the IST betas across book-to-market portfolios. As we report in Table 2, investment-based
IST beta is increasing monotonically with book-to-market, while the proxy-based IST beta is either flat ($\beta_{IMC}$) or hump-shaped ($\beta_{Ishock}$) with lower beta for value firms. Therefore, if we were to rely on IST shocks to account for the entire magnitude of the value premium, we would need a *positive* IST risk-premium, when using investment-based IST betas, but a *negative* IST risk-premium, when using the proxy-based $\beta_{Ishock}$.

The existing literature provides general equilibrium theories linking investment shocks and returns. These theories differ in their implications for the sign of the IST risk premium. For example, Papanikolaou (2011) shows that the IST risk premium is *negative* if capital utilization is fixed and agents have preference for late resolution of uncertainty. In contrast, Garlappi and Song (2017) show that the IST risk premium is *positive* if capital utilization is flexible and agents have preference for early resolution of uncertainty. Our finding that value firms have higher investment-based IST betas than growth firms imply that, for IST shocks to contribute positively to the observed value premium, a positive IST risk premium is required.

Although we ignore general equilibrium effects in our analysis, the empirical finding that value firms have higher IST exposure than growth firms offers some guidance on the economic mechanism that links IST shocks and cross-sectional returns. In particular, given the theoretical link between investment-to-price ratios and firms’ return exposure to IST shocks, the empirical evidence of the previous section indicates that future theories connecting IST shocks to cross-sectional returns should aim at generating empirically consistent patterns of both $I/P$ ratios and investment-based IST betas in the cross-section of firms.

## 5 Robustness analysis

We explore the robustness of the patterns in the investment-based IST beta documented in Panel B of Table 2 along four dimensions: (i) the choice of time-window and discount rates used in the construction of IST betas (Section 5.1); (ii) the proportion of investment expenditures that are affected by IST shocks (Section 5.2); (iii) the treatment of missing observations (Section 5.3); (iv) the choice of sample (Section 5.4).
5.1 Alternative choice of parameters

In the benchmark analysis of Section 3.1, we choose a window of $T = 15$ years in the implementation of Equation (26) for the construction of $\beta_{T,t}$. As a robustness check, repeat the analysis using a window of $T = 20$ years. Panel A of Figure 5 reports $\beta_{1,t}^{IST}$, $\beta_{15,t}^{IST}$, and $\beta_{20,t}^{IST}$ for the ten $B/M$ portfolios. As the figure illustrates, all three versions of the IST-beta are monotonically increasing in $B/M$, and unaffected by the choice of the window $T$. In particular, the similarity between $\beta_{15,t}^{IST}$ and $\beta_{20,t}^{IST}$ indicates that our findings are robust to the choice of the cutoff year $T$.

In our benchmark analysis, we construct the quantities $\beta_{1,t}^{IST}$ and $\beta_{T,t}^{IST}$ in equation (24) and (26), respectively, by using the discount rates $\rho = 4\%$ and $\eta = 12\%$. Because these discount rates apply to all $B/M$ portfolios, different values will simply affect the magnitude of the IST-betas, but not the patterns across $B/M$ portfolios. One might argue that, outside the model of Section 2.2, different portfolios have different dynamics of investment, and therefore require different discount rates. We allow for this possibility by using the realized returns of each portfolio as a reference quantity for discount rates. Specifically, we implement Equation (24) as

$$\tilde{\beta}_{i,1,t}^{IST} = \frac{I_t/P_{t-1}}{3\bar{r}_{i,t,t+14}}, \quad i = 1, \ldots, 10,$$

where we replace the constant $\rho$ with the portfolio average return $\bar{r}_{i,t,t+14}$ in the 15-year window following portfolio formation and rescale the return by a factor of 1/3 in order to have comparable magnitude of IST-beta as in the benchmark analysis.\(^{17}\) Note that, according to Equation (32), each portfolio has a different discount rate, with the investment expenditures of the value portfolio discounted more heavily than the growth portfolio. This is a conservative choice, because, with these discount rates the IST beta spread between value and growth portfolios is smaller than with the benchmark constant discount rate.

Similarly, we implement Equation (26) by discounting the stream of investment expenditures over the next $T - 1$ years at the realized portfolio returns, and the investment in year $t + T - 1$

\(^{17}\)In the benchmark analysis of Section 3, we use a constant value of $\rho = 4\%$. In Equation (32), we replace the constant $\rho$ by a portfolio-specific discount factor $\rho_i = \bar{r}_{i,t,t+14}/3$, chosen to insure that the average $\bar{\rho}_i$ is roughly equal to the constant $\rho$. This rescaling of the returns guarantees that the average magnitudes of IST betas across $B/M$ portfolios are comparable between the two alternative approaches.
at the average (rescaled) return used in Equation (32). Specifically,

\[ \tilde{\beta}_{i,T,t}^{IST} = \frac{\sum_{s=1}^{T-1} \frac{1}{R_{i,t,t+s-1}} \frac{I_{t+s-1}}{P_{t-1}} + \frac{1}{3} \frac{I_{T-1}}{P_{t-1}}}{\sum_{s=1}^{T-1} \frac{1}{R_{i,t,t+s-1}} \frac{P_{t+s-1}}{P_{t-1}}}, \quad i = 1, \ldots, 10, \tag{33} \]

where \( R_{t,t+s-1} = \prod_{j=0}^{s-1} (1 + r_{i,t+j}) \), with \( r_{i,t} \equiv 0 \), for all portfolios \( i = 1, \ldots, 10 \).

Panel B of Figure 5 reports \( \tilde{\beta}_{1,t}^{IST}, \tilde{\beta}_{15,t}^{IST}, \) and \( \tilde{\beta}_{20,t}^{IST} \) for the ten B/M portfolios. The figure shows that all three versions of the IST-beta are increasing in B/M, and are of similar magnitude as those obtained in the benchmark analysis (Panel A).

5.2 Alternative assumptions on the impact of IST shocks on investment

In our baseline analysis we assume that all capital expenditures are affected by IST shocks. In reality, this might not always be the case, when, for example, firms need to incur expenses to replace parts of an aging equipment. In this case the expenditure incurred for capital replacement is likely not directly affected by the price of the state-of-the-art technology. To address this possibility, we assume that a fixed fraction \( \theta \) of a firm’s installed capital \( K_{t-1} \) needs to be replaced, and that this replacement cost is not directly affected by IST shocks. Therefore, at each time \( t \), the capital expenditures, \( \hat{I}_t \), that are directly affected by IST shocks, are given by

\[ \hat{I}_t = \max\{0, I_t - \theta K_{t-1}\}. \tag{34} \]

Because capital expenditures are non-negative \( (I_t \geq 0) \), our benchmark analysis corresponds to the case of \( \theta = 0 \). For robustness, we consider an alternative value for the annual depreciation parameter \( \theta = 10\% \), which is is conservatively chosen among the higher end of the commonly used values of a firm’s capital depreciation rate.\(^{18}\)

Panel C of Figure 5 reports the investment-based IST betas constructed using the adjusted capital expenditure \( \hat{I}_t \) in Equation (34). As in the benchmark case, IST betas increase monotonically with book-to-market. For example, the high-minus-low difference in \( \beta_{1,t}^{IST} \) is 1.92 with a \( t \)-value of 7.13. Note that the magnitudes of the betas for all three measures are lower than

\(^{18}\) If, alternatively, we assume that a fixed fraction \( \theta \) of the investment expenditures \( I_t \) (instead of capital \( K_{t-1} \)) is not affected by IST shocks, then \( \hat{I}_t = (1 - \theta) I_t \) and all the results in the benchmark analysis \( (\theta = 0) \) will be essentially unaffected except for a constant rescaling factor.
the benchmark case in Panel A, since only a part of the firms’ capital expenditure is subject to the investment shocks in Panel C.

Panel D of Figure 5 reports the IST betas $\tilde{\beta}_{1,t}^{IST}$, $\tilde{\beta}_{15,t}^{IST}$, and $\tilde{\beta}_{20,t}^{IST}$ from equations (32) and (33) constructed using the adjusted investment expenditures $\tilde{I}_t$ in (34). The overall pattern of the IST betas is unaffected: value firms have higher IST betas than growth firms.

5.3 Alternative treatment of missing observations

As noted earlier, the construction of IST beta from Equation (26) requires tracking the investment expenditures of firms in each portfolio for $T$ years. Obviously, not all firms in a portfolio at time $t$ will remain in our sample until time $t+T$. Delisting may happen for a variety of reasons, such as bankruptcy, mergers, or going private transactions. To deal with delisting, in our benchmark analysis of Section 3.1, we assume that firms with missing observations have the same investment-to-current-price ratio as those with valid investment expenditure data. In this section, we explore two alternative ways to treat missing observations.

The first alternative approach assumes that firms with missing observations make zero investment. This puts a lower bound on a portfolio’s capital expenditures. Panel B of Figure 6 reports the IST betas $\beta_{1,t}^{IST}$, $\beta_{15,t}^{IST}$, and $\beta_{20,t}^{IST}$, for this case. Note that all three version of the IST betas are monotonically increasing with $B/M$. Compared to the benchmark results reproduced in Panel A, the level of the IST betas are, not surprisingly, lower.

The second alternative approach to deal with missing observations uses expected, rather than realized, investment. The main idea is to use current available information to estimate a firm’s expected investment. We follow Li and Wang (2017) and estimate firm $i$’s growth rate of future investment via the following cross sectional regression:

$$\frac{I_{it}}{I_{it-1}} = b_{0,t} + b_{lag,t} \times \frac{I_{it-1}}{I_{it-2}} + b_{mom,t} \times MOM_{it-1} + b_{q,t} \times Q_{it-1} + b_{cf,t} \times CF_{it-1} + \epsilon_{it}, \quad (35)$$

where $I_{it-1}/I_{it-2}$ denotes the one-year lagged investment growth; $MOM_{it-1}$ is firm $i$’s cumulative stock return from January to November in the year $t-1$; $Q_{it-1}$ is the log of the market value divided by net capital in year $t-1$; and $CF_{it-1}$ is the sum of depreciation and income
before extraordinary items divided by capital in year $t - 1$. The independent variable $I_t/I_{t-1}$ is the growth rate of future investment relative to year $t - 1$.

To construct our measures of investment-based IST betas, $\beta_{1,t}^{IST}$ and $\beta_{T,t}^{IST}$, we need the first year's investment in year $t$ (Equation (24)) and the sum of discounted investment from $t$ to $t + T$ (Equation (26)). We use the results from the regressions (35) to construct both measures of expected investment. Specifically, we first compute the time series average of the regression coefficients. We then use these averages, together with time $t - 1$ information to predict future investment either at time $t$, or over the window $t$ to $t + T - 1$. We finally use these expected investment estimate to construct the IST betas for $\beta_{1,t}^{IST}$ and $\beta_{T,t}^{IST}$ according to Equations (24) and (26), respectively.

Panel C of Figure 6 reports the IST betas constructed with expected investments. Note that all three versions of the IST beta have the same pattern as in the benchmark case (Panel A). Moreover, the values of $\beta_{1,t}^{IST}$ constructed from the expected investment closely match those constructed from realized investment (see Panels A and C). Finally, both $\beta_{15,t}^{IST}$ and $\beta_{20,t}^{IST}$ are higher when constructed from expected investment than when constructed from realized investment. This happens because when estimating regression (35) to estimate future $T$-year investment, we use only firms that survived over the entire $T$-year window, and therefore expected investment are inflated due to a survivorship bias.

To control for this survivorship bias, we re-estimate regression (35) by assuming that firms with missing observations make zero investment. In this case, we retain all firms in the cross section, even those that have less than $T$ years of investment data. This approach mimics the way we deal with missing observations in Panel B. Panel D shows that the betas obtained using this procedure are qualitatively similar to those in the benchmark case reported in Panel A. Note finally that the magnitude of betas in Panels B and D are comparable, indicating that the expected investment model (35) provides a fairly accurate estimate of actual portfolio investment.
5.4 Alternative samples

The analysis so far has considered a sample of non-financial firms. In this section, we assess the robustness of our main findings to two alternative sample of firms. First, we consider a sample of non-financial and consumption firms, excluding investment firms. IST shocks are likely to affect investment firms through both their cost of investment and their value of output. Therefore, by excluding investment firms, we mitigate the concern that investment expenditures may only capture a partial effect of IST shocks on those firms. Second, we consider a sample of non-financial firms that have fiscal year end in December. The December fiscal year end helps to align the accounting and calendar time, eliminating potential mismatch in the timing of information.

Panel A of Figure 7 reproduces the benchmark results for non-financial firms. Panel B reports IST betas for non-financial and consumption firms. Panel C reports IST betas for non-financial firms with a December fiscal year end. Finally, Panel D reports IST betas of non-financial and consumption firms with a December fiscal year end. All these different samples give both qualitatively and quantitatively similar patterns of IST betas across $B/M$ portfolios.

To summarize, the robustness analysis performed in this section and the evidence reported above, indicate that the IST beta spread between value and growth is positive. That is, our investment-based approach suggests that value firms have higher exposure to investment shocks than growth firms. This finding is robust to a wide range of empirical specifications.

6 Conclusion

In this paper we provide a new methodology for estimating a firm’s stock return sensitivity to capital-embodied technology shocks. Our methodology is based on the intuition that a firm’s investment contains useful information regarding its exposure to IST shocks. Empirically, we find that investment-based IST betas are higher for value stocks than for growth stocks, contradicting the findings in the existing studies based on IST proxies. To better understand these new empirical findings, we analyze in depth the economic mechanisms of a well-studied structural model of investment. We show that, within this model, our investment-based IST betas provide good estimates of the true IST betas, while proxy-based IST betas are more vulnerable to
measurement errors. More importantly, the new evidence provides useful restrictions on the economic mechanisms through which IST shocks affect asset prices in the cross section.

In light of the discrepancy between investment-based and proxy-based inference, exploring alternative measures of IST shocks to those available in the existing literature is of first-order importance for gaining a better understanding of their effect on asset returns. We believe that the new methodology proposed in this paper represents a useful benchmark to assess the validity of alternative measures of capital-embodied technical change and their effect on asset prices.
A Proofs

Proof of Proposition 1

Using the optimal investment scale $K^*$ from (17), the investment cost in (8) is

$$i(x_t, z_t, K^*_t) = x_t z_t^{\frac{\alpha}{1-\alpha}} (\alpha A(\varepsilon_{ft}, 1))^{\frac{1}{1-\alpha}},$$

(A.1)

and hence, from (15) we have

$$\text{NPV}^*_t = \frac{1-\alpha}{\alpha} i(x_t, z_t, K^*_t).$$

(A.2)

Direct calculations yield that the present value at time $t$ of firm $f$’s growth opportunities, $\text{PVGO}_{ft}$, is given by:

$$\text{PVGO}_{ft} = \mathbb{E}_t \left[ \int_t^\infty \frac{\pi_s}{\pi_t} \text{NPV}^*_s \lambda_{fs} ds \right]$$

$$= \frac{1-\alpha}{\alpha} \mathbb{E}_t \left[ \int_t^\infty \frac{\pi_s}{\pi_t} x_s z_s^{\frac{\alpha}{1-\alpha}} (\alpha A(\varepsilon_{fs}, 1))^{\frac{1}{1-\alpha}} \lambda_{fs} ds \right]$$

$$= \frac{1-\alpha}{\alpha} \int_t^\infty \mathbb{E}_{t}^{x,z} \left[ \frac{\pi_s}{\pi_t} x_s z_s^{\frac{\alpha}{1-\alpha}} \right] \mathbb{E}_{t}^{\varepsilon,\lambda} \left[ (\alpha A(\varepsilon_{fs}, 1))^{\frac{1}{1-\alpha}} \lambda_{fs} \right] ds$$

$$= \frac{1-\alpha}{\alpha} \mathbb{E}_t \left[ \int_t^\infty e^{-(r+\gamma_x \sigma_x + \frac{\alpha}{1-\alpha} \gamma_z \sigma_z) (s-t)} \mathbb{E}_{t}^{x,z} \left[ x_s z_s^{\frac{\alpha}{1-\alpha}} \right] \mathbb{E}_{t}^{\varepsilon,\lambda} \left[ (\alpha A(\varepsilon_{fs}, 1))^{\frac{1}{1-\alpha}} \lambda_{fs} \right] ds \right]$$

$$= \frac{1-\alpha}{\alpha} \mathbb{E}_t \left[ \int_t^\infty e^{-\eta (s-t)} i(x_s, z_s, K^*_s) \lambda_{fs} ds \right]$$

$$= \frac{1-\alpha}{\alpha} \mathbb{E}_t \left[ \int_t^\infty e^{-\eta (s-t)} I_{fs} ds \right],$$

(A.3)

where the first equality is the definition of $\text{PVGO}_{ft}$; the second equality follows from (A.2) and (A.1); the third equality uses the fact that the processes $x_t$ and $z_t$ are independent of $\lambda_{ft}$ and $\varepsilon_{ft}$ thus allowing to express the expectation $\mathbb{E}_t$ as the product of the expectation under the measure governing the dynamics of $x_t$ and $z_t$, $\mathbb{E}_t^{x,z}$, and the expectation under the measure governing the dynamics of $\varepsilon_{ft}$ and $\lambda_{t}$, $\mathbb{E}_t^{\varepsilon,\lambda}$; the fourth equality exploits the fact that $x_t$ and $z_t$ are geometric Brownian motions, defined in (7) and (9); the fifth equality follows from the independence of the stochastic processes $x_t$, $z_t$, $\varepsilon_{ft}$ and $\lambda_{ft}$, and uses $\eta \equiv r+\gamma_x \sigma_x + \frac{\alpha}{1-\alpha} \gamma_z \sigma_z$, and

If $\text{PVGO}_{ft} < \infty$, by Fubini’s Theorem, we can interchange expectation and integration.
the definition of optimal investment in (A.1); and, the last equality defines average investment at time $s$, $I_{fs} \equiv i(x_s, z_s, K^*_s)\lambda_{fs}$.

Using (A.3) in the definition of firm $f$’s IST beta (14), we then obtain Equation (18) in Proposition 1.

**Proof of Corollary 1**

If $\varepsilon_{ft}$ and $\lambda_{ft}$ are constant, then the expression of $PVGO_{ft}$ in (A.3) simplifies further as follows,

$$PVGO_{ft} = \frac{1 - \alpha}{\alpha} \left[ (\alpha A(\varepsilon_{ft}, 1))^\frac{1}{1 - \sigma} \lambda_f \int_t^\infty e^{(-\gamma_x - \gamma_x \sigma_x) \int_t^s e^{-\gamma_x \sigma_x (s-t)} \mathbb{E}_t x_z, z_s, x_s, z_s^\frac{\alpha}{1 - \alpha} ds} \right] ds$$

$$= \frac{1 - \alpha}{\alpha} \left[ (\alpha A(\varepsilon_{ft}, 1))^\frac{1}{1 - \gamma_x} x_t z_t^\frac{\alpha}{1 - \gamma_x} \lambda_f \int_t^\infty e^{-\rho(s-t)} ds \right]$$

$$= \frac{1 - \alpha}{\alpha} I_{ft}$$

$$= \frac{1 - \alpha}{\alpha} \frac{I_{ft}}{\rho},$$

(A.4)

where $\rho = \eta - \mu_x - \frac{\alpha}{1 - \alpha} \mu_z - \sigma_x^2 \alpha(2\alpha - 1) \frac{1}{(1 - \alpha)^2}$. Using (A.4) in the definition of firm $f$’s IST beta (14), we then obtain Equation (19) in Corollary 1.

**B Data details**

In this appendix, we provide further details on the construction of portfolios and portfolio-level variables.

**Book-to-market portfolios.** To calculate a firm’s book-to-market ratio, we use firm’s book equity for the fiscal year end (as in Fama and French (2008a,b)) and its market capitalization ($price \times share$ outstanding) at the end of December. If Compustat book equity is missing, we use the historical book equity as in Davis, Fama, and French (2000), available from Ken French’s website. We sort stocks into ten portfolios according to firms’ book-to-market ratio at the end of each year and keep track of the portfolio for subsequent years.

**Portfolio-level investment ratios.** We construct the portfolio-level $I/K$ and $I/P$ ratios from firm-level data. Because, after portfolio formation we track the firms in each portfolio for many
years, some firms will naturally exit the sample. To deal with missing observations, we follow
two different approaches. In the benchmark analysis, we only use firms with non-missing capital
expenditure data to construct the portfolio-level ratios as,

\[
\left( \frac{I_{t+s-1}}{K_{t+s-2}} \right)_{\text{Portfolio}_i} = \frac{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} I_{f,t+s-1} I_{f,t+s-1}}{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} K_{f,t+s-2}}, \quad i = 1, \ldots, 10; \quad s = 1, \ldots, T. \tag{B.1}
\]

\[
\left( \frac{I_{t+s-1}}{P_{t-1}} \right)_{\text{Portfolio}_i} = \frac{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} I_{f,t+s-1} P_{f,t-1}}{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} P_{f,t-1}}, \quad i = 1, \ldots, 10; \quad s = 1, \ldots, T. \tag{B.2}
\]

The implied assumption in this approach is that the portfolio $I/K$ and $I/P$ ratios are computed
as if firms with missing investment data have the same average $I/K$ or $I/P$ ratios as that of
firms with non-missing data in the same portfolio. Alternatively, in the robustness analysis,
we assume that firms with missing investment data make zero investment, and construct the
portfolio-level ratios as,

\[
\left( \frac{I_{t+s-1}}{K_{t+s-2}} \right)_{\text{Portfolio}_i} = \frac{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} I_{f,t+s-1} K_{f,t+s-2}}{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} K_{f,t+s-2}}, \quad i = 1, \ldots, 10; \quad s = 1, \ldots, T. \tag{B.3}
\]

\[
\left( \frac{I_{t+s-1}}{P_{t-1}} \right)_{\text{Portfolio}_i} = \frac{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} I_{f,t+s-1} P_{f,t-1}}{\sum_{f \in \text{Portfolio}_i \& \text{non-missing}} P_{f,t-1}}, \quad i = 1, \ldots, 10; \quad s = 1, \ldots, T. \tag{B.4}
\]

Since firms with missing investment data may incur in non-negative investment expenditure,
this approach puts a lower bound on the investment ratios for each portfolio.
Figure 2: Model implications under alternative parameterizations

The figure reports investment rates ($I/K$), investment-to-price ($I/P$) ratios, and IST betas for ten book-to-market portfolios obtained from two alternative parameterizations of the structural model of Section 2. The parameter values used in each simulation are reported in Table 3. We simulate 1,000 samples of 2,500 firms over a period of 100 years and drop the first half of each sample to remove dependence on initial values. The figure reports the median numbers across the 1,000 samples.
Figure 3: The effect of measurement error in IST proxies

The left panels refer to the baseline parameters in Table 3 while the right panels refer to the alternative parameterization. We simulate 1,000 samples of 2,500 firms over a period of 100 years and drop the first half of each sample to remove dependence on initial values. The figure reports the median numbers across the 1,000 samples. Panels A and B report “true” IST betas from the model. $\beta^{z}$ is obtained by projecting simulated returns on the IST shock $dz_{t}/z_{t}$. $\beta^{IMC}$ is obtained by projecting simulated returns on the simulated series of IMC. $\beta^{IST}_{20}$ is the investment-based beta from Equation (26) with $T = 20$. Panels C and D report noisy proxy betas. $\tilde{\beta}^{z}$ is obtained by using the noisy proxy for $z$-shock in (30) with $\xi_{z} = -1$ and $\tilde{\beta}^{IMC}$ is obtained by using the noisy proxy for IMC in (31) with $\xi_{IMC} = -3$. 
Figure 4: Portfolio returns under alternative parameterizations

The figure reports returns for ten book-to-market portfolios obtained from two alternative parameterizations of the structural model of Section 2. The parameter values used in each simulation are reported in Table 3. We simulate 1,000 samples of 2,500 firms over a period of 100 years and drop the first half of each sample to remove dependence on initial values. The figure reports the median numbers across the 1,000 samples of the average returns for each portfolio.
Figure 5: Investment-based IST betas of B/M portfolios: different parameters

The figure reports the investment-based IST betas of book-to-market portfolios estimated from data on U.S. common stocks over the period 1963–2016. $\beta_{1}^{IST}$ is constructed from Equation (24), $\beta_{15}^{IST}$ and $\beta_{20}^{IST}$ are constructed from Equation (26). Panel A reports the benchmark case in which the discount rates $\rho = 0.04$, $\eta = 0.12$. Panel B reports the results from discounting the investment by the portfolio realized average returns according to Equations (32) and (33). Panel C reports the results in which we adjust investment expenditures according to Equation (34) with $\theta = 0.1$. Panel D reports the results obtained by adjust both the investment and the discount rates.
Figure 6: Investment-based IST betas of B/M portfolios: different methodology

The figure reports the investment-based IST betas of book-to-market portfolios estimated from data on U.S. common stocks over the period 1963–2016. \( \beta_{1}^{IST} \) is constructed from Equation (24), \( \beta_{15}^{IST} \) and \( \beta_{20}^{IST} \) are constructed from Equation (26). Panel A reports the benchmark case in which the delisted firms are assumed to have the same investment-to-price ratio as the average firm in the same portfolio. Panel B reports the results in which the delisted firms are assumed to have zero investment expenditure after delisting. Panel C reports the results in which the betas are computed by using the expected investment estimated from the cross-sectional regressions in Equation (35). Panel D reports the results that combine both the expected investment and no-adjustment for delisting. In all cases, the discount rates \( \rho = 0.04, \eta = 0.12 \).
Figure 7: Investment-based IST betas of B/M portfolios: different samples

The figure reports the investment-based IST betas of book-to-market portfolios estimated from data on U.S. common stocks over the period 1963–2016. \( \beta_{1}^{IST} \) is constructed from Equation (24), \( \beta_{15}^{IST} \) and \( \beta_{20}^{IST} \) are constructed from Equation (26). Panel A reports the benchmark case using non-financial firms. Panel B reports the results using non-financial and consumption firms. Panel C reports the results using firms that have fiscal year-end of December. Panel D reports the results obtained from non-financial and consumption firms which have December fiscal year-end. In all cases, the discount rates \( \rho = 0.04, \eta = 0.12 \).
Table 1: Investment patterns of book-to-market portfolios

This table reports the investment patterns of book-to-market portfolios over a window of 15 years. The sample covers the period of 1963–2016. After forming portfolios at the end of each year \((t)\), we track each portfolio for the next 15 years (the last portfolio-formation year is 2001 because we need 15 years of post-formation investment data). Panel A reports the investment-to-capital ratio \((I/K)\), which is defined as the capital expenditure divided by the lagged capital \((I_{t+s}/K_{t+s-1})\). Panel B reports the investment-to-price ratio \((I/P)\), which is defined as the present value of capital expenditure divided by the current equity value \((PV(I_{t+s})/P_t)\). The investment \(I_{t+s}\) is the capital expenditure during year \(t+s\), the lagged capital \(K_{t+s-1}\) is the property, plant and equipment-total (net) at the fiscal year end in \(t+s−1\), and \(P_t\) is the market capitalization at the end of formation year \(t\). The \(PV(I_{t+s})\) is the present value at year \(t\) of investment expenditure at year \(t+s\), by using a constant discount rate of 12% per year. All the reported values are the time series averages over all the portfolio-formation years (1962–2001).

<table>
<thead>
<tr>
<th>post-formation year ((s))</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Investment-to-capital ratio: (I/K)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Low (B/M)</strong></td>
<td>0.31</td>
<td>0.30</td>
<td>0.29</td>
<td>0.27</td>
<td>0.27</td>
<td>0.26</td>
<td>0.26</td>
<td>0.25</td>
<td>0.25</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>0.26</td>
<td>0.25</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.24</td>
<td>0.23</td>
<td>0.23</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.22</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>0.23</td>
<td>0.23</td>
<td>0.23</td>
<td>0.22</td>
<td>0.22</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.21</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
<td>0.19</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.19</td>
<td>0.19</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>6</td>
<td>0.18</td>
<td>0.18</td>
<td>0.18</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td>7</td>
<td>0.17</td>
<td>0.17</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>8</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>9</td>
<td>0.14</td>
<td>0.14</td>
<td>0.14</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>High (B/M)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.13</td>
<td>0.13</td>
<td>0.14</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
<td>0.16</td>
</tr>
<tr>
<td><strong>HML</strong></td>
<td>-0.18</td>
<td>-0.17</td>
<td>-0.15</td>
<td>-0.13</td>
<td>-0.11</td>
<td>-0.11</td>
<td>-0.10</td>
<td>-0.09</td>
<td>-0.09</td>
<td>-0.09</td>
<td>-0.09</td>
<td>-0.08</td>
<td>-0.07</td>
<td>-0.07</td>
<td>-0.07</td>
</tr>
</tbody>
</table>

| **Panel B: Investment-to-price ratio: \(I/P\)** |     |     |     |     |     |     |     |     |     |     |     |     |     |     |     |
| **Low \(B/M\)**             | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 |
| 2                           | 0.07 | 0.07 | 0.07 | 0.07 | 0.07 | 0.06 | 0.06 | 0.06 | 0.06 | 0.06 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| 3                           | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.09 | 0.08 | 0.08 | 0.08 | 0.08 | 0.07 | 0.07 | 0.07 | 0.06 | 0.06 |
| 4                           | 0.11 | 0.11 | 0.11 | 0.11 | 0.10 | 0.10 | 0.10 | 0.10 | 0.09 | 0.09 | 0.09 | 0.08 | 0.08 | 0.08 | 0.07 |
| 5                           | 0.14 | 0.13 | 0.13 | 0.12 | 0.12 | 0.12 | 0.11 | 0.11 | 0.10 | 0.10 | 0.09 | 0.09 | 0.09 | 0.08 | 0.08 |
| 6                           | 0.15 | 0.15 | 0.15 | 0.15 | 0.14 | 0.13 | 0.13 | 0.12 | 0.12 | 0.11 | 0.11 | 0.10 | 0.10 | 0.10 | 0.09 |
| 7                           | 0.17 | 0.16 | 0.16 | 0.16 | 0.15 | 0.14 | 0.13 | 0.13 | 0.12 | 0.12 | 0.11 | 0.11 | 0.10 | 0.10 | 0.10 |
| 8                           | 0.19 | 0.18 | 0.18 | 0.17 | 0.16 | 0.15 | 0.15 | 0.13 | 0.13 | 0.12 | 0.12 | 0.12 | 0.11 | 0.11 | 0.11 |
| 9                           | 0.21 | 0.20 | 0.19 | 0.19 | 0.18 | 0.17 | 0.17 | 0.16 | 0.15 | 0.14 | 0.14 | 0.13 | 0.13 | 0.13 | 0.13 |
| **High \(B/M\)**            | 0.29 | 0.26 | 0.26 | 0.26 | 0.26 | 0.25 | 0.24 | 0.23 | 0.22 | 0.21 | 0.21 | 0.21 | 0.20 | 0.19 | 0.18 |
| **HML**                     | 0.25 | 0.22 | 0.22 | 0.22 | 0.22 | 0.21 | 0.20 | 0.19 | 0.18 | 0.18 | 0.17 | 0.17 | 0.17 | 0.15 | 0.15 |
Table 2: Returns and IST betas of book-to-market portfolios

This table reports the returns and IST exposures of book-to-market portfolios. Panel A reports the portfolio return in excess of risk-free rate. Panel B reports the investment-based IST betas and panel C reports the proxy-based IST betas. The return is calculated using the data one year after the portfolio formation. We use capital expenditure data to estimate the IST exposures $\beta_{IST1}$ and $\beta_{IST15}$ according to Equations (24) and (26) with $\rho = 0.04$ and $\eta = 0.12$. Investment-based betas are the average across years from 1963 to 2016 for $\beta_{IST1}$ and 1963 to 2002 for $\beta_{IST15}$ (note that the last $\beta_{IST15}$ in 2002 is constructed based on investment from 2002-2016). We use two proxies of IST shocks, $I_{shock}$ and $IMC$, to estimate the proxy-based IST betas. We consider both one-factor and two-factor models, with the second factor to be either the market excess return (MKT) or the growth rate of total factor of productivity (TFP). The proxy-based beta estimates are based on the time series of 1963 to 2016. The t-statistics (in parentheses) are Newey-West adjusted with a lag length of 2 years.

<table>
<thead>
<tr>
<th></th>
<th>Low</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>High</th>
<th>HML</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Returns</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.41)</td>
<td>(2.75)</td>
<td>(3.21)</td>
<td>(3.19)</td>
<td>(3.06)</td>
<td>(4.88)</td>
<td>(4.81)</td>
<td>(4.71)</td>
<td>(5.04)</td>
<td>(5.44)</td>
<td>(2.53)</td>
</tr>
<tr>
<td>Panel B: Investment-based IST betas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{IST1}$</td>
<td>1.09</td>
<td>1.72</td>
<td>2.29</td>
<td>2.76</td>
<td>3.39</td>
<td>3.84</td>
<td>4.34</td>
<td>4.76</td>
<td>5.36</td>
<td>7.23</td>
<td>6.14</td>
</tr>
<tr>
<td></td>
<td>(7.24)</td>
<td>(7.47)</td>
<td>(7.19)</td>
<td>(7.72)</td>
<td>(8.21)</td>
<td>(8.40)</td>
<td>(8.16)</td>
<td>(9.94)</td>
<td>(10.28)</td>
<td>(9.58)</td>
<td>(9.61)</td>
</tr>
<tr>
<td>$\beta_{IST15}$</td>
<td>1.52</td>
<td>2.16</td>
<td>2.82</td>
<td>3.31</td>
<td>3.67</td>
<td>4.26</td>
<td>4.48</td>
<td>4.99</td>
<td>5.72</td>
<td>8.12</td>
<td>6.60</td>
</tr>
<tr>
<td>Panel C: Proxy-based IST betas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IST only:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{I_{shock}}$</td>
<td>-2.02</td>
<td>-1.79</td>
<td>-1.83</td>
<td>-1.94</td>
<td>-1.51</td>
<td>-1.83</td>
<td>-2.97</td>
<td>-3.30</td>
<td>-2.87</td>
<td>-3.43</td>
<td>-1.41</td>
</tr>
<tr>
<td></td>
<td>(-2.07)</td>
<td>(-1.86)</td>
<td>(-1.79)</td>
<td>(-1.39)</td>
<td>(-1.56)</td>
<td>(-1.45)</td>
<td>(-3.16)</td>
<td>(-2.89)</td>
<td>(-2.84)</td>
<td>(-2.37)</td>
<td>(-1.24)</td>
</tr>
<tr>
<td>$\beta_{IMC}$</td>
<td>0.43</td>
<td>0.32</td>
<td>0.38</td>
<td>0.37</td>
<td>0.34</td>
<td>0.35</td>
<td>0.21</td>
<td>0.24</td>
<td>0.29</td>
<td>0.57</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>(1.81)</td>
<td>(1.60)</td>
<td>(2.08)</td>
<td>(2.06)</td>
<td>(1.77)</td>
<td>(2.24)</td>
<td>(0.88)</td>
<td>(0.92)</td>
<td>(1.37)</td>
<td>(1.72)</td>
<td>(0.44)</td>
</tr>
<tr>
<td>IST+MKT:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{I_{shock}}$</td>
<td>0.14</td>
<td>0.28</td>
<td>0.13</td>
<td>-0.06</td>
<td>0.38</td>
<td>-0.16</td>
<td>-1.31</td>
<td>-1.55</td>
<td>-1.17</td>
<td>-1.24</td>
<td>-1.38</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
<td>(1.38)</td>
<td>(0.61)</td>
<td>(-0.08)</td>
<td>(0.85)</td>
<td>(-0.24)</td>
<td>(-2.62)</td>
<td>(-2.20)</td>
<td>(-2.14)</td>
<td>(-1.36)</td>
<td>(-1.12)</td>
</tr>
<tr>
<td>$\beta_{IMC}$</td>
<td>0.10</td>
<td>0.00</td>
<td>0.08</td>
<td>0.08</td>
<td>0.06</td>
<td>0.09</td>
<td>-0.08</td>
<td>-0.07</td>
<td>0.00</td>
<td>0.21</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(0.89)</td>
<td>(0.01)</td>
<td>(1.24)</td>
<td>(0.69)</td>
<td>(0.65)</td>
<td>(0.90)</td>
<td>(-0.51)</td>
<td>(-0.42)</td>
<td>(0.00)</td>
<td>(0.89)</td>
<td>(0.38)</td>
</tr>
<tr>
<td>IST+TFP:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{I_{shock}}$</td>
<td>-2.02</td>
<td>-1.79</td>
<td>-1.83</td>
<td>-1.94</td>
<td>-1.51</td>
<td>-1.83</td>
<td>-2.97</td>
<td>-3.31</td>
<td>-2.87</td>
<td>-3.44</td>
<td>-1.42</td>
</tr>
<tr>
<td></td>
<td>(-2.11)</td>
<td>(-1.92)</td>
<td>(-1.81)</td>
<td>(-1.46)</td>
<td>(-1.65)</td>
<td>(-1.51)</td>
<td>(-3.49)</td>
<td>(-3.13)</td>
<td>(-3.02)</td>
<td>(-2.49)</td>
<td>(-1.23)</td>
</tr>
<tr>
<td>$\beta_{IMC}$</td>
<td>0.42</td>
<td>0.31</td>
<td>0.38</td>
<td>0.35</td>
<td>0.33</td>
<td>0.34</td>
<td>0.18</td>
<td>0.21</td>
<td>0.26</td>
<td>0.53</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td>(1.80)</td>
<td>(1.55)</td>
<td>(2.07)</td>
<td>(1.96)</td>
<td>(1.66)</td>
<td>(2.20)</td>
<td>(0.74)</td>
<td>(0.81)</td>
<td>(1.25)</td>
<td>(1.56)</td>
<td>(0.32)</td>
</tr>
</tbody>
</table>
Table 3: Parameter values
This table summarizes the two sets of alternative parameter values used in simulations of the model described in Section 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology, aggregate shocks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean growth rate of the disembodied technology shock</td>
<td>$\mu_x$</td>
<td>0.005</td>
</tr>
<tr>
<td>Volatility of the disembodied technology shock</td>
<td>$\sigma_x$</td>
<td>0.135</td>
</tr>
<tr>
<td>Mean growth rate of the IST shock</td>
<td>$\mu_z$</td>
<td>0.002</td>
</tr>
<tr>
<td>Volatility of the IST shock</td>
<td>$\sigma_z$</td>
<td>0.035</td>
</tr>
<tr>
<td>Technology, idiosyncratic shocks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Persistence of the firm-specific shock</td>
<td>$\theta_x$</td>
<td>0.350</td>
</tr>
<tr>
<td>Volatility of the firm-specific shock</td>
<td>$\sigma_x$</td>
<td>0.200</td>
</tr>
<tr>
<td>Persistence of the project-specific shock</td>
<td>$\theta_u$</td>
<td>0.500</td>
</tr>
<tr>
<td>Volatility of the project-specific shock</td>
<td>$\sigma_u$</td>
<td>1.500</td>
</tr>
<tr>
<td>Project arrival and depreciation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project depreciation rate</td>
<td>$\delta$</td>
<td>0.100</td>
</tr>
<tr>
<td>Firm-specific long-run arrival rate–lower bound</td>
<td>$\lambda$</td>
<td>5.000</td>
</tr>
<tr>
<td>Firm-specific long-run arrival rate–upper bound</td>
<td>$\overline{\lambda}$</td>
<td>25.000</td>
</tr>
<tr>
<td>Transition probability into high-growth state</td>
<td>$\mu_H$</td>
<td>0.075</td>
</tr>
<tr>
<td>Transition probability into low-growth state</td>
<td>$\mu_L$</td>
<td>0.160</td>
</tr>
<tr>
<td>Ratio of arrival rates in high vs. low growth states</td>
<td>$\lambda_H/\lambda_L$</td>
<td>6.400 2.000</td>
</tr>
<tr>
<td>Stochastic discount factor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Risk-free rate</td>
<td>$r$</td>
<td>0.030</td>
</tr>
<tr>
<td>Price of risk of the disembodied shock</td>
<td>$\gamma_x$</td>
<td>0.690</td>
</tr>
<tr>
<td>Price of risk of the IST shock</td>
<td>$\gamma_z$</td>
<td>-0.350</td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project-level return-to-scale parameter</td>
<td>$\alpha$</td>
<td>0.850</td>
</tr>
<tr>
<td>Profit margin of the investment sector</td>
<td>$\phi$</td>
<td>0.070</td>
</tr>
</tbody>
</table>
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